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CHAPTER 01 
INTRODUCTION TO SOFT COMPUTING 

ORIGIN OF SOFT COMPUTING 
Artificial intelligence is a branch of computer science dealing with building of system that exhibits automation in intelligent behaviour. But intelligence is not very well defined due to which the tasks associated with intelligence i.e. learning, 
intuition, creativity and decision making also seems to partially understood. This quest of building intelligent systems gave rise to new techniques that aided a lot in building intelligent problem solvers. Some of them are expert system, neural 
networks, fuzzy logic, cellular automata and probabilistic reasoning. Out of this 
fuzzy logic, neural networks and probabilistic reasoning are called as soft computing. The term soft computing was coined by Lotfi A. Zadeh. Soft computing differs from hard computing (conventional computing) in its 
tolerance to imprecise, uncertain and partial truth. Hard computing basically deals with mathematical approaches that demands a great degree of precision and accuracy. But in engineering problems, it is very difficult to determine the input with great degree of precision. Hence a best estimate is made to find the solution which restricts the use of mathematical approaches, especially in inverse problems. The application of soft computing to the inverse problems is to exploit the 
tolerance for imprecision, uncertainty and partial truth to achieve tractability, 
robustness and low cost solutions. 

CONSTITUENTS OF SOFT COMPUTING The basic components of soft computing are as follows: 
• Fuzzy Systems (models uncertainty in the system) 
• Neural Networks (models biological neuron of human brain) 
• Genetic Algorithm (selection of a good solution from a solution set) 

FUZZY LOGIC It is a mathematical tool to model uncertainty in the system. This is applicable where imperfection in data is present. Basically used to represent uncertainty that arises due to generality, vagueness, ambiguity, chance or incomplete knowledge. In fuzzy sets the members of the sets are associated with a value representing its 
grade of membership in the fuzzy set. This is in contrast to that of classical set 

called as crisp set i.e. the members are either belongs to the set or not. But each member in the fuzzy set is associated with a membership value between [0, 1]. Let  A={ram, kiran, john} and their corresponding height are 6, 5.5 and 5.1 feets respectively. Now Height >6ft(90%), Height<5ft(10%), and Height=5ft(50%). So set A can be represented as {0.9/ram,0.5/kiran, 0.1/john} where the fractional values represents the membership values. 
ARTIFICIAL NEURAL NETWORKS ANN is based on learning and testing theory. A set of data is needed to learn things. f(x)=x2  in the range (0,7)  x : 0 1 2 3 4 5 6 7 f(x) : 0 1 4 9 16 25 36 49 There are massively highly interconnected N/W of processing elements called 
neurons. There are unorthodox search and optimization algorithms insipid by the biological process.  
EVOLUTIONARY TECHNIQUES This is also called as genetic process. It is used to mimic natural evolution. GA makes a random search through a given set of alternate solution to find the best alternate solution w.r.t the given criteria of goodness. e.g. ant colony optimization, swarm intelligence etc. Some of the techniques that are combination of these basic components of soft compounding are called as hybrid 
techniques. Some of these are as follows: neuro-fuzzy, neuro-GA, fuzzy-
GA.  
ADVANTAGES OF SOFT 
COMPUTING 
• Model based on human reasoning 
• Models can be simple and accurate 
• Fast computing 
• Good in practice 

APPLICATION AREAS 
• Process control • Pattern recognition
• Robotics • Time series forecasting 
• Optimization techniques • Medicine and diagnosis 
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Covering: Division of set into many  subset such that they have common element. 
Rule of Addition: Given a partition on A where Ai, i=1,2,...,n are its non-empty subsets then, |ܣ| = | ⋃ |݅ܣ = ∑ 0=1݊݅=݅݊|݅ܣ| . 
Rules of Inclusion and Exclusion: Rules of addition cannot be applied to covering of a set A. In this case we use principle of inclusion and exclusion which is as follows, |ܣ| = ห⋃ |௜ܣ = ∑ ௜|௡௜ୀଵܣ| − ∑ ∑ หܣ௜ ∩ ௝ห௡௝ୀଵ௡௜ୀଵܣ + ∑ ∑ ∑ หܣ௜ ∩ ௝ܣ ∩௡௞ୀଵ௡௝ୀଵ௡௜ୀଵ௡௜ୀଵ݅ܣ1݊=1݅+1݊−…݇ܣ|. 
Problems 1: 
Assume that |E|=600, |A|=300, |B|=225, |C|=160. Where A is the set of male students, 
B is the set of bowlers and C is the set of batsmen. Also given AnB be 100, 25 of whom 
are batsmen too i.e. AnBnC. And the total number of male batesmen i.e. AnC is 85. 
Determine the number of students who are i. Females, ii. Not Bowlers, iii. Not 
Batsmen and iv. female students who can bowl. 

Solution: i. No. of females = |E|-|A|=600-300=300. 
 ii. Not Bowlers= |E|-|B|=600-225=375. 
 iii. Not Batsmen=|E|-|C|=600-160=440. 
 iv. Female who can bowl=|A’|n|B|=225-100=125. 

Problem 2: 
Given |E|=100, where E indicates a set of students who have chosen subjects form 
different streams in the computer science discipline, it is found that 32 study subjects 
chosen from CN stream, 20 from MMT stream, 45 from the SS stream. Also 15 study 
subjects CN and SS streams, 10 study subjects CN and MMT and 7 from both MMT 
and SS streams, and 30 do not study any subjects chosen from either of the three 
streams. 

Solution:  
|A’ n B’ n C’|=30. Given. 
Then |A U B U C|’=30 by De Morgan’s Law.  
So we have |AUBUC|=|E|-|AUBUC|’ 

       =100-30=70. 
From the Principle of inclusion and exclusion  
|AUBUC|=|A|+|B|+|C|-|AnB|-|BnC|-|CnA|+|AnBnC| 
=>|AnBnC|=-|A|-|B|-|C|+|AnB|+|BnC|+|CnA|+|AUBUC| 

          -32-20-45+15+7+10+70= -97+102=5. 

 

 

PROPERTIES OF FUZZY SETS 
Commutative ܣ ∪ ܤ = ܤ ∪ ܣ ܽ݊݀ ܣ ∩ ܤ = ܤ ∩ ܣ

Associative ܣ ∪ ܤ) ∪ (ܥ = ܣ) ∪ (ܤ ∪ ܥ ܽ݊݀ ܣ ∩ ܤ) ∩ (ܥ = ܣ) ∩ (ܤ ∩  ܥ
Distributed ܣ ∪ ܤ) ∩ (ܥ = ܣ) ∪ (ܤ ∩ ܣ) ∪ ܣ(ܥ ∩ ܤ) ∪ (ܥ = ܣ) ∩ (ܤ ∪ ܣ) ∩ (ܥ  
Idempotent ܣ ∪ ܣ = ܣ ܽ݊݀ ܣ ∩ ܣ = ܣ

Identity ܣ ∪ ∅ = ;ܣ ܣ ∪ ܺ = ܺ; ܣ ∩ ∅ = ∅; ܣ ∩ ܧ =  ܣ
Low of Absorption ܣ ∪ ܣ) ∪ (ܤ = ܣ ܽ݊݀ ܣ ∩ ܣ) ∪ (ܤ = ܣ
De Morgan’s Law ܣ ∪ തതതതതതതܤ = ܣ̅ ∩ തܤ ܽ݊݀ ܣ ∩ തതതതതതതܤ = ܣ̅ ∪ തܤ

OPERATIONS ON FUZZY SETS The set operations on fuzzy sets are similar to that of crisp sets. Whenever set operations are applied on one or more fuzzy sets it always results in a fuzzy sets. Let ܣ = ቄ଴.ଶ௫భ , ଴.ଷ௫మ , ଴.଻௫య , ଴.ହ௫ర ቅ, ܤ = ቄ଴.଺௫భ , ଴.ଵ௫మ , ଴.଺௫య , ଴.ସ௫ర ቅ and ܥ = ቄ଴.ଶ௫భ , ଴.ଷ௫మ , ଴.଻௫య , ଴.ହ௫ర ቅ. Then the set operation are as follows: 
Union: Let A and B be two fuzzy sets then the union operation results in a fuzzy set whose membership function is defined as follows   ߤ஺∪஻(ݔ) = max {ߤ஺(ݔ), (ଵݔ)஺∪஻ߤ .{(ݔ)஻ߤ = max{0.2,0.6} = (ଶݔ)஺∪஻ߤ ,0.6 = max{0.3,0.1} = (ଷݔ)஺∪஻ߤ ,0.3 = max{0.7,0.6} = (ସݔ)஺∪஻ߤ  ,0.7 = max{0.5,0.4} = ܣ  ,0.5 ∪ ܤ = ቄ଴.଺௫భ , ଴.ଷ௫మ , ଴.଻௫య , ଴.ହ௫ర ቅ  
Intersection: Let A and B be two fuzzy sets then the intersection operation results in a fuzzy set whose membership function is defined as follows   ߤ஺∩஻(ݔ) =min {ߤ஺(ݔ), (1ݔ)ܤ∩ܣߤ  .{(ݔ)஻ߤ = min{0.2,0.6} = (ଶݔ)஺∩஻ߤ ,0.2 = min{0.3,0.1} = (ଷݔ)஺∩஻ߤ ,0.1 = min{0.7,0.6} = (ସݔ)஺∩஻ߤ  ,0.6 = min{0.5,0.4} = ܣ  ,0.4 ∩ ܤ = ቄ଴.ଶ௫భ , ଴.ଵ௫మ , ଴.଺௫య , ଴.ସ௫ర ቅ  
Complementation: Let A be a fuzzy sets then the complementation operation results in a fuzzy set whose membership function is defined as follows   ߤ஺೎(ݔ) =  {1 − (ଵݔ)஺೎ߤ .{(ݔ)஺ߤ = {1 − 0.2} = (ଶݔ)஺೎ߤ ,0.8 = {1 − 0.3} = (ଷݔ)஺೎ߤ ,0.7 = {1 − 0.7} = 0.3, 



௖ܣ(ସݔ)஺೎ߤ = ቄ଴.௫భ
Equalitycorrespoߤ஺(ݔଵ) (ଶݔ)஺ߤ= (ଷݔ)஺ߤ= (ସݔ)஺ߤ= =
Productvalue this defineߤଶ.஺(ݔଵ)ߤଶ.஺(ݔଶ)ߤଶ.஺(ݔଷ)ߤଶ.஺(ݔସ)2. ܣ = ቄ଴
Productresults ߤ஺.஻(ݔ)ߤ஺.஻(ݔଵ)ߤ஺.஻(ݔଶ)ߤ஺.஻(ݔଷ)ߤ஺.஻(ݔସ)ܣ. ܤ = ቄ
Power ooperatioߤ஺ഀ(ݔ) ଶܣ(ସݔ)஺మߤ(ଷݔ)஺మߤ(ଶݔ)஺మߤ(ଵݔ)஺మߤ= = ቄ଴.௫
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t of a fuzzy set wihen the product oped as follows   ߤఈ.஺= 2 ∗ 0.2 = 0.4  = 2 ∗ 0.3 = 0.6  = 2 ∗ 0.7 = 1.4 == 2 ∗ 0.5 = 1  ଴.ସ௫భ , ଴.଺௫మ , ଵ௫య , ଴.ହ௫ర ቅ  
t of two fuzzy set:in a fuzzy set = .(ݔ)஺ߤ ( .(ݔ)஻ߤ = 0.2 ∗ 0.6 = 0.12) = 0.3 ∗ 0.1 = 0.03) = 0.7 ∗ 0.6 = 0.35) = 0.5 ∗ 0.4 = 0.2.ቄ଴.ଵଶ௫భ , ଴.଴ଷ௫మ , ଴.ଷହ௫య , ଴.ଶ௫ర ቅ 
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RELATIONS IN CRISP LOGIC A relation R in crisp logic is defined as a subset of Cartesian product of two crisp set A and B i.e. ܴ ⊆ ܣ ×  .The elements of a relations are ordered pairs i.e. (xi, yi)  such that xi∈A and yi∈B.  Let A={1, 2, 3} and B={2, 3, 4}, then A×B={(1,2), (2,2), (3,2), (1,3), (2,3), (3,3), (1,4), (2,4), (3,4)} and  let R={y=x+1|x∈A and y∈B}.  Then R={(1,2),{2,3),(3,4)} .ܤ
OPERATIONS ON RELATIONS Relations are nothing but sets intern, so the operations that can be applied to set can be also applied to relations also. Let R and S be the two relations.  
R={y=x+1|x∈A and y∈B}. Then R={(1,2),{2,3),(3,4)}.  
S={y=x|x∈A and y∈B}.  Then s={{2,2),(3,3)}. The operations on sets are as follows: 
i. Union: The union operation on two relation R and S is defined as follows:    ܴ ∪ ,ݔ)ܵ (ݕ = max {ܴ(ݔ, ,(ݕ ,ݔ)ܵ  .{(ݕ

 
ii. Intersection: The intersection operation on two relation R and S is defined as follows:   ܴ ∩ ,ݔ)ܵ (ݕ = min {ܴ(ݔ, ,(ݕ ,ݔ)ܵ  .{(ݕ
 

iii. Complementation: The complementation operation on a relation R and S is defined as follows:  ܴ஼(ݔ, (ݕ = 1 − ,ݔ)ܴ  .(ݕ
 

iv. Composition: The composition operation on two relation R and S is defined as follows:   ܴݔ)ܵ݋, (ݖ = max {ܴ݉݅݊(ݔ, ,(ݕ ,ݕ)ܵ          .{(ݖ
RELATIONS IN FUZZY LOGIC A relation R in fuzzy logic is defined in a similar manner like that of crisp logic as a sunset of Cartesian product of two fuzzy set A and B i.e. ܴ ⊆ ܣ × ,ݔ)஺ୖ஻ߤ The elements of a fuzzy relations are represented as .ܤ ܣ :where 'R' represent the relation. Let us take two sets ,(ݕ = ቄ଴.ଶ௫భ , ଴.଻௫మ , ଴.ସ௫య ቅ and ܤ = ቄ଴.ହ௬భ , ଴.଺௬మ ቅ,  Then ܣ × ,ݔ)஺×஻ߤ is defined as a set whose membership function is given by the relation ܤ (ݕ = min {ߤ஺(ݔ), ܣ  .{(ݕ)஻ߤ × ܤ ={ሾ(ݔଵ, ,(ଵݕ 0.2ሿ, ሾ(ݔଵ, ,(ଶݕ 0.2ሿ, ሾ(ݔଶ, ,(ଵݕ 0.5ሿ, ሾ(ݔଶ, ,(ଶݕ 0.6ሿ, ሾ(ݔଷ, ,(ଵݕ 0.4ሿ, ሾ(ݔଷ, ,(ଶݕ 0.4ሿ} The same thing be represented in the form of a table as above. 
OPERATIONS ON FUZZY RELATIONS  Similar to crisp logic we also have a similar set of operations on fuzzy logic. To understand the operations let us take two fuzzy relations R and S as follows. Union, intersection requires two relations to union compatible i.e. R and S should be same order =mxn in both R and S. The operations on fuzzy logic are as follows: 

i. Union: The union operation on two fuzzy relation R and S is defined as follows: ߤோ∪ௌ(ݔ, (ݕ = max{ߤோ(ݔ, ,(ݕ ,ݔ)ௌߤ ,ଵݔ)ோ∪ௌߤ .{(ݕ (ଵݕ = max{ߤோ(ݔଵ, ,(ଵݕ ,ଵݔ)ௌߤ ,ଵݔ)ோ∪ௌߤ ,ଵ)} =max{0.7,0.8} =0.8ݕ (ଶݕ = max{ߤோ(ݔଵ, ,(ଶݕ ,ଵݔ)ௌߤ ,ଶݔ)ோ∪ௌߤ ,ଶ)} =max{0.6,0.5} =0.6ݕ (ଵݕ = max{ߤோ(ݔଶ, ,(ଵݕ ,ଶݔ)ௌߤ ,ଶݔ)ோ∪ௌߤ ,ଵ)} =max{0.8,0.1} =0.8ݕ (ଶݕ = max{ߤோ(ݔଶ, ,(ଶݕ ,ଶݔ)ௌߤ  .ଶ)} =max{0.3,0.6} =0.6ݕ
ii. Intersection: The intersection operation on two fuzzy relation R and S is defined as follows: ߤோ∩ௌ(ݔ, (ݕ = min{ߤோ(ݔ, ,(ݕ ,ݔ)ௌߤ ,ଵݔ)ோ∩ௌߤ .{(ݕ (ଵݕ = min{ߤோ(ݔଵ, ,(ଵݕ ,ଵݔ)ௌߤ ,ଵݔ)ோ∩ௌߤ ,ଵ)} =min{0.7,0.8} =0.7ݕ (ଶݕ = min{ߤோ(ݔଵ, ,(ଶݕ ,ଵݔ)ௌߤ ,ଶݔ)ோ∩ௌߤ ,ଶ)} =min{0.6,0.5} =0.5ݕ (ଵݕ = min{ߤோ(ݔଶ, ,(ଵݕ ,ଶݔ)ௌߤ ,ଶݔ)ோ∩ௌߤ ,ଵ)} =min{0.8,0.1} =0.1ݕ (ଶݕ = min{ߤோ(ݔଶ, ,(ଶݕ ,ଶݔ)ௌߤ   ଶ)} =min{0.3,0.6} =0.3. iii. Complementation: The complementation operation on a fuzzy relation R isݕ

R 1 2 3
2 1 0 0
3 0 1 0
4 0 0 1

S 1 2 3
2 0 1 0
3 0 0 1
4 0 0 0

R 1 2 3 S 1 2 3 ࡾ ∪ ࡿ 1 2 3
2 1 0 0 2 0 1 0 2 1 1 0
3 0 1 0 3 0 0 1 3 0 1 1
4 0 0 1 4 0 0 0 4 0 0 1

R 1 2 3 R' 1 2 3 S 1 2 3 S' 1 2 3
2 1 0 0 2 0 1 1 2 0 1 0 2 1 0 1
3 0 1 0 3 1 0 1 3 0 0 1 3 1 1 0
4 0 0 1 4 1 1 0 4 0 0 0 4 1 1 1

R 1 2 3 S 1 2 3 ࡾ ∩ ࡿ 1 2 3
2 1 0 0 2 0 1 0 2 0 0 0
3 0 1 0 3 0 0 1 3 0 0 0
4 0 0 1 4 0 0 0 4 0 0 0

R 1 2 S 1 2 3 ࡿ࢕ࡾ 1 2 3
2 1 0 1 1 0 0 2 1 0 0
3 0 1 2 0 1 0 3 0 1 0
4 0 0 4 0 0 0

AxB y1 y2 
x1 0.2 0.2 
x2 0.5 0.6 
x3 0.4 0.4 

S y1 y2 
x1 0.8 0.5 
x2 0.1 0.6 R y1 y2

x1 0.7 0.6
x2 0.8 0.3

RUS y1 y2 
x1 0.8 0.6 
x2 0.8 0.6 
RnS y1 y2 

x1 0.7 0.5 
x2 0.1 0.3 
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defined as follows: ߤோ೎(ݔ, (ݕ = 1 − ,ݔ)ோߤ ,ଵݔ)ோ೎ߤ .(ݕ (ଵݕ = 1 − ,ଵݔ)ோߤ ,ଵݔ)ோ೎ߤ ,ଵ) =1-0.7 =0.3ݕ (ଶݕ = 1 − ,ଵݔ)ோߤ ,ଶݔ)ோ೎ߤ ,ଶ) =1-0.6 =0.4ݕ (ଵݕ = 1 − ,ଶݔ)ோߤ ,ଶݔ)ோ೎ߤ ,ଵ) =1-0.8 =0.2ݕ (ଶݕ = 1 − ,ଶݔ)ோߤ  .ଶ) =1- 0.3=0.7ݕ
iv. Composition: For composition operation R and S may not be necessary but they have number of columns of first relation equals to numbers of rows of second relations. i.e. if order of R(x, y) and S(y, z) are m x n and n x p respectively, the composition is possible and the resultant relation is of order m x p.  Let the R and S be represented as follows: 

 
a. Max-Min: The Max-Min composition on two fuzzy relation R and S is defined as follows: ߤோ௢ௌ(ݔ, (ݖ = max{min{ߤோ(ݔ, ,(ݕ ,ݕ)ௌߤ ݔ |{(ݖ ∈ ܺ, ݕ ,ଵݔ)ோ௢ௌߤ .ܼ∋ݖ ,ܻ∋ (ଵݖ =max ቐ min{ߤோ(ݔଵ, ,(ଵݕ ,ଵݕ)ௌߤ ,ଵݔ)ோߤ}ଵ)},minݖ ,(ଶݕ ,ଶݕ)ௌߤ ,ଵݔ)ோߤ}ଵ)}, minݖ ,(ଷݕ ,ଶݕ)ௌߤ ଵ)}.ቑݖ = ݔܽ݉ ቐmin{0.7, 0.8},min{0.6, 0.1}, min{0.2, 0.7}.ቑ  

= ݔܽ݉ ൝0.70.10.2ൡ = ,ଵݔ)ோ௢ௌߤ   0.7 =(ଶݖ max ቐ min{ߤோ(ݔଵ, ,(ଵݕ ,ଵݕ)ௌߤ ,ଵݔ)ோߤ}ଶ)},minݖ ,(ଶݕ ,ଶݕ)ௌߤ ,ଵݔ)ோߤ}ଶ)}, minݖ ,(ଷݕ ,ଶݕ)ௌߤ ଶ)}.ቑݖ = ݔܽ݉ ቐ min{0.7, 0.5},min{0.6, 0.6}, min{0.2, 0.2}.ቑ= ݔܽ݉ ൝0.50.60.2ൡ = ,ଶݔ)ோ௢ௌߤ  0.5 =(ଵݖ max ቐ min{ߤோ(ݔଶ, ,(ଵݕ ,ଵݕ)ௌߤ ,ଶݔ)ோߤ}ଵ)},minݖ ,(ଶݕ ,ଶݕ)ௌߤ ,ଶݔ)ோߤ}ଵ)}, minݖ ,(ଷݕ ,ଶݕ)ௌߤ ଵ)}.ቑݖ = ݔܽ݉ ቐ min{0.8, 0.8},min{0.3, 0.1}, min{0.4, 0.7}.ቑ= ݔܽ݉ ൝0.80.10.4ൡ = 0.8 

,ଶݔ)ோ௢ௌߤ =(ଶݖ max ቐ min{ߤோ(ݔଶ, ,(ଵݕ ,ଵݕ)ௌߤ ,ଶݔ)ோߤ}ଶ)},minݖ ,(ଶݕ ,ଶݕ)ௌߤ ,ଶݔ)ோߤ}ଶ)}, minݖ ,(ଷݕ ,ଶݕ)ௌߤ ଶ)}.ቑݖ = ݔܽ݉ ቐ min{0.8, 0.5},min{0.3, 0.6}, min{0.4, 0.2}.ቑ= ݔܽ݉ ൝0.50.30.2ൡ = 0.5    
b. Max-Product: The Max-Product composition on two fuzzy relation R and S is defined as follows: ߤோ௢ௌ(ݔ, (ݖ =max{ ,ݔ)ோߤ (ݕ ∗ ,ݕ)ௌߤ ݔ |(ݖ ∈ ܺ, ݕ ∈ ܻ, ݖ ∈ ,ଵݔ)ோ௢ௌߤ .ܼ (ଵݖ = max ቐ{ߤோ(ݔଵ, (ଵݕ ∗ ,ଵݕ)ௌߤ ,ଵݔ)ோߤ},{(ଵݖ (ଶݕ ∗ ,ଶݕ)ௌߤ ,ଵݔ)ோߤ},{(ଵݖ (ଷݕ ∗ ,ଶݕ)ௌߤ ଵ)}.ቑݖ = ݔܽ݉ ቐ{0.7 ∗  0.8},{0.6 ∗ 0.1}, {0.2 ∗ 0.7}.ቑ= ݔܽ݉ ൝0.560.060.14ൡ = ,ଵݔ)ோ௢ௌߤ  0.56 (ଶݖ = max ቐ ,ଵݔ)ோߤ} (ଵݕ ∗ ,ଵݕ)ௌߤ ,ଵݔ)ோߤ},{(ଶݖ (ଶݕ ∗ ,ଶݕ)ௌߤ ,ଵݔ)ோߤ} ,{(ଶݖ (ଷݕ ∗ ,ଶݕ)ௌߤ ଶ)}.ቑݖ = ݔܽ݉ ቐ{0.7 ∗ 0.5},{0.6 ∗ 0.6}, {0.2 ∗ 0.2}.ቑ= ݔܽ݉ ൝0.350.360.04ൡ = ,ଶݔ)ோ௢ௌߤ  0.36 (ଵݖ = max ቐ ,ଶݔ)ோߤ} (ଵݕ ∗ ,ଵݕ)ௌߤ ,ଶݔ)ோߤ},{(ଵݖ (ଶݕ ∗ ,ଶݕ)ௌߤ ,ଶݔ)ோߤ} ,{(ଵݖ (ଷݕ ∗ ,ଶݕ)ௌߤ ଵ)}.ቑݖ = ݔܽ݉ ቐ {0.8 ∗ 0.8},{0.3 ∗ 0.1}, {0.4 ∗ 0.7}.ቑ= ݔܽ݉ ൝0.640.030.28ൡ = 0.64  

Rc y1 y2 
x1 0.3 0.4 
x2 0.2 0.7 

S z1 z2

y1 0.8 0.5
y2 0.1 0.6
y2 0.7 0.2

R y1 y2 y3

x1 0.7 0.6 0.2
x2 0.8 0.3 0.4

RoS z1 z2 
x1 0.56 0.36 
x2 0.64 0.40 

RoS z1 z2 
x1 0.7 0.5 
x2 0.8 0.5 



c. 

,ଶݔ)ோ௢ௌߤ (ଶݖ =
 
Max-Average: Tand S is definedܺ, ߤ .ܼ∋ݖ ,ܻ∋ݕோ௢ௌ(ݔଵ, =ଵݖ max ቐ{ߤ}ߤ}ߤ= ݔܽ݉ ൝0.0.0. ߤோ௢ௌ(ݔଵ, =(ଶݖ max ቐ =ߤ} ߤ}ߤ} ݔܽ݉ ൝0.60.60.2 ߤோ௢ௌ(ݔଶ, =ଵݖ max ቐ =ߤ} ߤ}ߤ} ݔܽ݉ ൝0.0.0. ߤோ௢ௌ(ݔଶ, =ଶݖ max ቐ =ߤ} ߤ}ߤ} ݔܽ݉ ൝0.0.40.

 B

= max ቐ ,ଶݔ)ோߤ} ,ଶݔ)ோߤ}(ଵݕ ,ଶݔ)ோߤ} (ଶݕ =(ଷݕ ݔܽ݉ ൝0.400.180.08ൡ
The Max-Average d as follows: ߤோ௢ௌ(ݔ
ଵ)ߤோ(ݔଵ, (ଵݕ + ,ଵݔ)ோߤ,ଵݕ)ௌߤ (ଶݕ + ,ଵݔ)ோߤ,ଶݕ)ௌߤ (ଷݕ + ଶ,.75.35.45ൡݕ)ௌߤ = 0.75 

,ଵݔ)ோߤ( (ଵݕ + ,ଵݔ)ோߤ,ଵݕ)ௌߤ (ଶݕ + ,ଵݔ)ோߤ,ଶݕ)ௌߤ (ଷݕ + ଶ,606020ൡݕ)ௌߤ = 0.60 
ଵ)ߤோ(ݔଶ, (ଵݕ + ,ଶݔ)ோߤ,ଵݕ)ௌߤ (ଶݕ + ,ଶݔ)ோߤ,ଶݕ)ௌߤ (ଷݕ + ଶ802055ൡݕ)ௌߤ = 0.80 
ଶ)ߤோ(ݔଶ, (ଵݕ + ,ଶݔ)ோߤ,ଵݕ)ௌߤ (ଶݕ + ,ଶݔ)ோߤ,ଶݕ)ௌߤ (ଷݕ + ଶ654530ൡݕ)ௌߤ = 0.65 
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= 0.40 
composition on ݔ, (ݖ = max{(ߤோ(ݔ,

, ,,ଵ)}/2ݖ ,,ଵ)}/2ݖ ଵ)}/2.ቑݖ = ݔܽ݉ ቐ

ଶ)}/2.ቑݖ,ଶ)}/2ݖ,ଶ)}/2ݖ = ݔܽ݉ ቐ

, ,,ଵ)}/2ݖ ,,ଵ)}/2ݖ ଵ)}/2.ቑݖ = ݔܽ݉ ቐ

, ,,ଶ)}/2ݖ ,,ଶ)}/2ݖ ଶ)}/2.ቑݖ = ݔܽ݉ ቐ
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two fuzzy relatio, (ݕ + ,ݕ)ௌߤ |2/((ݖ

ቐ{0.7 +  0.8}/2,{0.6 + 0.1}/2, {0.2 + 0.7}/2.ቑ

{0.7 + 0.5}/2,{0.6 + 0.6}/2,{0.2 + 0.2}/2.ቑ

ቐ {0.8 + 0.8}/2,{0.3 + 0.1}/2, {0.4 + 0.7}/2.ቑ

ቐ {0.8 + 0.5}/2,{0.3 + 0.6}/2, {0.4 + 0.2}/2.ቑ
S z1 z20.75 0.600.80 0.65
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Inference Rules: By making use of given propositions we can infer some unknown fact. This mechanism is called as inferenceing. There are two kinds of inference rules that are as follows: 
i. Modus Ponens: It states that if P is true and P=>Q  is true, then we infer Q is true. Here we infer P as a fact and P=>Q is a rule and Q as inference. 

P is true  is a fact 
P=>Q is true  is a rule   
Q is true  is inferred. 

ii. Modus Tollens: It states that if ~Q is true and P=>Q  is true, then we infer ~P is true. Here we infer ~Q as a fact and P=>Q is a rule and ~P as inference. 
~Q is true  is a fact 
P=>Q is true  is a rule   
~P is true  is inferred. 

FUZZY LOGIC  In crisp logic we consider a proposition to be either true or false i.e. T/F, but in fuzzy logic we consider a proposition to take fuzzy truth-values i.e. values between 0 and 1. 
Fuzzy Proposition: A fuzzy proposition is represented as T(P) which takes truth values between 0 and 1. A fuzzy proposition similar to fuzzy sets are represented by a membership functions i.e. ܶ൫ܣሚ൯ = 0 ݐℎܽݐ ℎܿݑݏ (ݔ)஺෨ߤ ≤ (ݔ)஺෨ߤ  ≤ 1. E.g. Let ܣሚ=Ram is good, then T(ܣሚ)=0.8 implies the statement is partially true, where as 
T(ܣሚ)=1 implies the statement is absolutely true. 
Connectives: Complex or compound fuzzy propositions are constructed by making use of connectives. The use of connectives in fuzzy logic is as follows: 
Inference Procedure: In fuzzy logic we represent the rules in terms of "if then" rules. i.e. if we have two fuzzy proposition A and B and we have A=>B, then this is interpreted as "if x is in A then y is in B". Another form rule i.e. "if x in A then y in B 
else y in C" is also possible. We represent these rules in terms of a fuzzy relation R, 

that takes different form depending on the rule for which is designed i.e. if we are making use of "If x in A then y in B"   then   ܴ = ܣ) × (ܤ ∪ ஼ܣ) × ܻ), and "if x in A then y in B else y in C"  then   ܴ = ܣ) × (ܤ ∪ ஼ܣ) ×  .(ܥ
Example: Let ܺ = {ܽ, ܾ, ܿ, ݀},   ܽ݊݀   ܻ = {1, 2, 3, 4} be two sets.  Let A be a fuzzy proposition defined on the set X as ܣሚ = ቄ଴.଴௔ , ଴.௕଼ , ଴.଺௖ , ଵ.଴ௗ ቅ, Let B, C be fuzzy propositions defined on the set Y as ܤ෨ = ቄ଴.ଶଵ , ଵ.଴ଶ , ଴.ଷ଼ , ଴.଴ସ ቅ and  ܥሚ = ቄ଴.଴ଵ , ଴.ସଶ , ଵ.଴ଷ , ଴.ସ଼ ቅ respectively. Then for the rule "if x in A then y in B", we have ܴ = ൫ܣሚ × ෨൯ܤ ∪ ஼෪ܣ) × ෨ܻ), where ෨ܻ  is the fuzzy set representing the set Y such that each element has membership function equal to 1, i.e. ෨ܻ = ቄଵ.଴ଵ , ଵ.଴ଶ , ଵ.଴ଷ , ଵ.଴ସ ቅ. So ,ݔ)ோߤ  (ݕ = max {min{ߤ஺(ݔ), {(ݕ)஻ߤ , min{1 − ,(ݔ)஺ߤ { {(ݕ)௒ߤ , this can be rewritten as ߤோ(ݔ, (ݕ = max {min{ߤ஺(ݔ), {(ݕ)஻ߤ , 1 − so min{1 (ݔ)஺ߤ-is always 1 and will be greater than 1 (ݕ)௒ߤ as { (ݔ)஺ߤ − ,(ݔ)஺ߤ  .(ݔ)஺ߤ-is equivalent to 1 {(ݕ)௒ߤ

 For the rule "if x in A then y in B else y in C", we have ܴ = ൫ܣሚ × ෨൯ܤ ∪ ஼෪ܣ) × ,ݔ)ோߤ ሚ). Soܥ (ݕ = max {min{ߤ஺(ݔ), {(ݕ)஻ߤ , min{1 − ,(ݔ)஺ߤ ஼෪ܣ .{ {(ݕ)஼ߤ = ቄଵ.଴௔ , ଴.ଶ௕ , ଴.ସ௖ , ଴.଴ௗ ቅ, ܥሚ = ቄ଴.଴ଵ , ଴.ସଶ , ଵ.଴ଷ , ଴.ସ଼ ቅ 

In Fuzzy we have two inference processes i.e. Generalized Modus ponens (GMP) and Generalized Modus Tollens (GMT). The inference process in fuzzy logic is as follows:  

Connectives Membership Functions~P 1-T(P)ܲ⋁ܳ max(T(P),T(Q))ܲ ∧ ܳ min(T(P),T(Q))ܲ ⟹ ܳ or ~ܲ⋁ܳ max(1-T(P),T(Q))

AxB 1 2 3 4a 0.0 0.0 0.0 0.0b 0.2 0.8 0.8 0.0c 0.2 0.6 0.6 0.0d 0.2 1.0 0.8 0.0
AcxY 1 2 3 4A 1.0 1.0 1.0 1.0B 0.2 0.2 0.2 0.2C 0.4 0.4 0.4 0.4D 0.0 0.0 0.0 0.0

R 1 2 3 4 a 1.0 1.0 1.0 1.0 b 0.2 0.8 0.8 0.2 c 0.4 0.6 0.6 0.4 d 0.2 1.0 0.8 0.0 

AxB 1 2 3 4a 0.0 0.0 0.0 0.0b 0.2 0.8 0.8 0.0c 0.2 0.6 0.6 0.0d 0.2 1.0 0.8 0.0
AcxC 1 2 3 4a 0.0 0.4 1.0 0.8b 0.2 0.4 0.2 0.2c 0.0 0.4 0.4 0.4d 0.0 0.0 0.0 0.0

R 1 2 3 4 a 0.0 0.4 1.0 0.8 b 0.2 0.8 0.8 0.2 c 0.2 0.6 0.6 0.4 d 0.2 1.0 0.8 0.0 
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i. Generalized Modus Ponens (GMP): It works when a fuzzy proposition P and a rule P=>Q is given and we need to infer Q.  Example:   P="x in A"  Given fact   if "x in A" then "y in B" Given rule Q="y in B"  Inference  This can be also shown by composition operation also i.e. ܤ෨ = ෩ ܣ ܴ ෨ܴ where ݋ = ൫ܣሚ × ෨൯ܤ ∪ ஼෪ܣ) × ෨ܻ). Example:  GMP can also be applied to problem where we have more than one variable i.e. "if old and car is high power then risk is high". So here GMP take the form "if x in A and y in B then z in C"     P="x in A" and Q="y in B" Given fact   if "x in A" and "y in B" then "z in C" Given rule    S="z in C"   Inference Here we make use of ܥሚ = ෩ ܣ) ∪ ෩ ܤ ሚܣ~ .෨ܴ ii. Generalized Modus Tollens (GMT): It works when a fuzzy proposition ~Q and a rule P=>Q is given and we need to infer ~P.  Example:   ~Q="x not in A"  Given fact   if "x in A" then "y in B" Given rule ~P="y not in B"  Inference This can be also shown by composition operation also i.e ݋( = ෩ ܤ~ ܴ ෨ܴ where ݋ = ൫ܣሚ × ෨൯ܤ ∪ ஼෪ܣ) × ෨ܻ). Example:  GMP can also be applied to problem where we have more than one variable i.e. "if risk not high then not old or car is not high power ". So here GMP take the form "if x in A and y in B then z in C"     S="z not in C"  Given fact   if "x in A" and "y in B" then "z in C" Given rule   P="x not in A" or Q="y not in B"  Inference Here we make use of ൫~ܣ ෩ ∩ ෩ ܤ~ ൯ =  ෨ܴ ݋ሚܥ~
FUZZY UNION AND INTERSECTION The intersection and union of two fuzzy sets can also be performed with T-norm and T-conorm or S-norm respectively. Let us discuss these operations in detail. 
T-NORMS T-norm operator is a two place function i.e. T( . , . ) satisfying the following properties: 

 
Properties: i. Boundary: T(0,0)=0, T(a,1)=T(1,a)=a i.e. it imposes correct generalization to crisp sets. ii. Monotonicity: T(a, b)<=T(c, d) if a<c and b<d i.e. increase in values of a and b also increased the value in T(a, b). iii. Commutative: T(a, b)=T(b, a) i.e. the operator is indifferent to the order of fuzzy sets to be combined. iv. Associativity: T(a, T(b, c))=T(T(a, b), c) i.e. any number of fuzzy sets and in any order can be combined to form pair-wise grouping since T-norm is a two place function 
Operation using T-norms:  The four operations that are allowed in T-norms are as follows: i. Minimum:  ௠ܶ௜௡(ܽ, ܾ) = min{ܽ, ܾ} = ܽ⋀ܾ. ii. Algebraic product: ௔ܶ௣(ܽ, ܾ) = ܾܽ. iii. Bounded product: ௕ܶ௣(ܽ, ܾ) = 0 ∨ (a + b − 1). iv. Drastic product: ௗܶ௣(ܽ, ܾ) = ቐ ܽ, ݂݅ ܾ = 1.ܾ, ݂݅ ܽ = 1.0, ݂݅ ܽ, ܾ < 1. 
Relationship between the different operations in T-Norms ௗܶ௣(ܽ, ܾ) ≤  ௕ܶ௣(ܽ, ܾ) ≤  ௔ܶ௣(ܽ, ܾ) ≤ ௠ܶ௜௡(ܽ, ܾ) 
S-NORM  S-norm operator also called as T-conorm is a two place function i.e. S( ., . ) satisfying the following properties:  
Properties:  i. Boundary: S(1,1)=1, S(a,0)=S(0,a)=a i.e. it imposes correct generalization to crisp sets. ii. Monotonicity: S(a, b)<=S(c, d) if a<c and b<d i.e. increase in values of a and b also increased the value in T(a, b). iii. Commutative: S(a, b)=S(b, a)   i.e. the operator is indifferent to the order of fuzzy sets to be combined. iv. Associativity: S(a, S(b, c))=S(S(a, b), c)  i.e. any number of fuzzy sets and in any order can be combined to form pair-wise grouping since T-norm is a two place function 
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